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An apparatus and method of segmenting an image using
scribble segmentation is provided. An image is segmented by
constraining the membership value of a subset of image ele-
ments, solving a weighted biharmonic equation subject to the
constrained membership values wherein the weights are
determined from similarities between image elements, and
determining the final segmentation based on the membership
value of each image element. An image may also be seg-
mented by constraining a membership value of a subset of
image elements, determining the unknown membership val-
ues given the constraints by solving a linear equation system
using a multigrid technique, and updating a coarser level of
the multigrid hierarchy to account for additional constraints
using patch matrices.
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1
SCRIBBLE SEGMENTATION METHOD AND
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a divisional of U.S. patent application
Ser. No. 13/179,818, filed Jul. 11, 2011, the disclosure of
which is incorporated herein by reference in its entirety.

FIELD OF THE INVENTION

The present invention relates generally to image segmen-
tation and, more specifically, to scribble segmentation meth-
ods and associated apparatuses.

BACKGROUND OF THE INVENTION

Segmentation is a known method of editing images and
videos, used primarily for extracting and inserting an object
from one image into another, and/or masking off certain areas
of'an image while performing adjustments. Segmentation of
medical images is a common, but time consuming, task in the
field of treatment planning. Segmenting targets and organs-
at-risk is critical in treatment planning applications because
the planning process depends, inter alia, on the accuracy of
segmentation for the quality of its results.

Currently, there are many segmentation tools available that
range from completely manual to fully automated. For purely
manual segmentation methods, the user typically “outlines”
or “paintbrushes” the structure. While this method gives the
user complete control over the result, it is a very time con-
suming and tedious task. Additionally, the manual methods
can produce large variations between different users. In that
regard, automating the segmentation is very attractive in
theory. However, automatic methods often relinquish signifi-
cant control of the results from the user and often fail to
produce correct or even satisfactory results. This forces the
user to manually correct the results, if such corrections are
even possible, which can be as time consuming as manually
segmenting the structure from the start. If automatic methods
provide any control of the end result, it is often via settings
that have a very indirect effect on the result, making it difficult
for the user to understand how to best adjust all the settings.

Semi-automatic methods are more realistic than fully auto-
matic methods and quicker than manual methods. These
methods greatly reduce the segmentation time while giving
the user more direct control of the result. One family of such
methods is the “scribble” segmentation method where the
user annotates sonic pixels with a label, such as foreground or
background, and the computer then determines the best label-
ing of all unlabeled pixels according to some set criteria. If the
result is not satisfactory, the user labels additional pixels until
the desired result is obtained.

What is needed is an improved semi-automatic method and
system for segmenting images that has the advantages of an
automatic method, while allowing users to have more direct
control of the result.

SUMMARY OF THE INVENTION

The present invention provides methods and systems for
segmenting a digitized image using a semi-automatic scribble
segmentation method. In one aspect, the present invention
provides a method for segmenting a digitized image by con-
straining the membership value of a subset of image ele-
ments, solving a weighted biharmonic equation subject to the
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constrained membership values wherein the weights are
determined from similarities between image elements, and
determining the final segmentation based on the membership
value of each image element.

In some embodiments, the image elements may be pixels,
whereas in other instances the image elements may be voxels.
The constraints may be inside, outside and/or edge labels. In
other embodiments, the biharmonic equation is solved using
an algebraic multigrid technique. In yet another embodiment,
the biharmonic equation is reformulated into a coupled prob-
lem and solved using multigrid techniques.

In another aspect, the invention provides a method for
segmenting a digitized image by constraining a membership
value of a subset of image elements, determining the
unknown membership values given the constraints by solving
a linear equation system using a multigrid technique, and
updating a coarser level of the multigrid hierarchy to account
for additional constraints using patch matrices.

In another aspect, the invention provides a system includ-
ing a processor and memory devices for performing the meth-
ods described herein.

In another aspect, the invention provides software stored
on a computer-readable medium that when executed by the
computer performs the methods described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, features, and advantages
of'the present invention, as well as the invention itself, will be
more fully understood from the following description of vari-
ous embodiments, when read together with the accompany
drawings, in which:

FIG. 11s an example of segmenting an image using scribble
segmentation;

FIG. 2(a) is the result of a prior art method of segmentation
and 2(b) is a graph showing the random walker potential for
the segmentation in 2(a);

FIG. 3(a) is the result of a segmentation according to one
embodiment of the invention and 3(5) is a graph showing the
membership value for the segmentation in 3(a);

FIG. 4 is a flow chart depicting a prior art method of
scribble segmentation a using multigrid technique; and

FIG. 5 is a flow chart depicting a method of scribble seg-
mentation using a multigrid technique with patch matrices
according to an embodiment of the present invention.

DETAILED DESCRIPTION

The present invention relates to scribble segmentation
methods for segmenting images. As shown in FIG. 1, a user
annotates an image with different types of scribbles (e.g.,
two), each scribble representing a different constraint such as
foreground/background or inside/outside. Thus, in an imple-
mentation using two types of scribbles, a first type of scribble
is applied by the operator to denote a region of the imageto be
considered as part of the foreground, and a second type of
scribble denotes a region of the image considered the back-
ground. Any number of scribbles of either type can be added
if the operator feels it necessary to further constrain the result.
In practice, the user may work on a two dimensional projec-
tion or a planar section from a three dimensional image, and
the system then processes the three-dimensional image on the
basis of the user’s input. Accordingly, in this description the
terms “pixel” and “voxel” will be used interchangeably.

Scribbles can be added by brush strokes applied via a
human interface device (HID) such as a mouse or a stylus of
a graphics tablet. Different types of scribble can be denoted
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by selecting a new mode via a graphical user interface, by
using different controls on the HID such as the left and right
mouse buttons, or on another HID such as a SHIFT key on a
keyboard in combination with a mouse or stylus movement.
Scribbles may be of any suitable shape chosen by the operator
or may be simple point selections via single mouse clicks.

One way of implementing scribble segmentation is the
Graph Cuts method, where each pixel in the image becomes
anode in a graph. Edges are created between all neighboring
nodes, and the edges are associated with a cost that is based on
a specified property such as intensity similarity or color. Two
special nodes are added to the graph representing the fore-
ground and the background. Nodes representing pixels
labeled as foreground or background by the user are con-
nected to either the foreground or background node using
infinite weights. To obtain the result, a mi-cut algorithm is
used to partition the nodes as either being associated with the
foreground node or the background node in such a way that
the sum of the cut edges is minimized.

Another method is the Random Walker method, which
treats the problem as a combinatorial Dirichlet problem and is
solved through a large linear equation system. Using this
approach, each pixel is associated with a potential, which is
unknown except at pixels labeled by the user. Labeled pixels
are then used to define Dirichlet boundary conditions con-
straining the potential, for example O for background and 1
for foreground. A solution is obtained by determining the
potential subject to the boundary conditions so that it mini-
mizes the Dirichlet integral

1 Equati 1
D] = §f|vu|2d9 quation (1)
a

The minimum is obtained by solving the Laplace equation:

V2u=0 Equation (2):

subject to the boundary conditions. The solution to the
Laplace equation is a harmonic function. In a discrete setting,
the combinatorial formulation of the Dirichlet integral
becomes

1 Equation (3)

— T Ty, —
Dlu] = (Aw) C(Awu’ Lu = S = uj)2

where the weights w,; are based upon similarities between
nearby pixels. The similarities may be measured as intensi-
ties, color, grayscale, or other properties.

Extending this technique into three dimensions introduces
certain challenges. While the Random Walker and Graph
Cuts methods may be extended to three dimensions, the
behavior becomes much worse than in two dimensions, pro-
ducing unintuitive and often incorrect segmentations. One
reason for the bad behavior in three dimensions is the so-
called “shrinking bias” problem, in that instead of identifying
a good, large cut between segments, the algorithm prefers a
smaller, albeit less accurate cut. An example of this result is
illustrated in FIG. 2(a). The effect of the shrinking bias in
three dimensions is that the segmentation result only extends
a short distance from the foreground labels instead of extend-
ing all the way out to the structure surface to segment.

With Random Walker, there is no distinct cut as with Graph
cuts but instead a gradual change in potential. To minimize
the cost function that penalizes changes in the potential, the
primary changes in potential should occur in areas with large
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changes in image intensity. These typically include edges, as
they have a smaller “cost” associated with them. The shrink-
ing bias, however, causes the potential to change rapidly in a
small area in which there is no suggestion of image edges,
because the smallness of the area makes up for the larger cost
inside the area. This can be seen as the rapid fall-off in the
potential in FIG. 2(b). The blue and red contours are the
outside and inside labels, respectively, and the green the
resulting segmentation. The shrinking bias becomes severe in
three dimensions because the size of the cut grows faster than
it does in two dimensions. For example, the cut needed for a
two dimensional circle grows proportional to the radius, but
for a three dimensional sphere it grows proportional to the
square of the radius.

To solve the problem of the shrinking bias in three dimen-
sions, one embodiment of the present invention uses a
weighted biharmonic equation to solve for membership val-
ues. The mathematical formulation of the problem is changed
to use a different cost function which results in a different
behavior around the constraint points. Instead of minimizing
the Dirichlet integral of Equation 1, the integral over the
Laplacian is minimized according to Equation 4:

Lju]=[oVPudQ. Equation (4):

While Equation 4 is syntactically very similar to Equation 1,
the equations are fundamentally different. Equation 1 is the
integral over the norm of the gradient of u, whereas equation
4 is the integral over the Lacplacian of u. This integral is
minimized by the weighted biharmonic equation:

V=0 Equation (5):

And subject to boundary conditions. The integral may be
discretized using finite differences to arrive at a discrete ver-
sion consisting of a large sparse linear equation system gen-
eralized as Equation 6:

Bu=0, Equation (6):

which is subject to the same boundary conditions as the
random Walker method and where B is a matrix describing
the biharmonic operator. Since a potential is by definition the
solution of a Laplace equation, the obtained value is not a
potential and therefore referred to as a “membership” value
instead.

The change in behavior and how the rapid fall off problem
is solved can be seen in FIGS. 3(a) and 3(4). The different
behavior is especially noticeable around the middle con-
straint point when compared to FIGS. 2(a) and 2(5).

One challenge with implementing Biharmonic scribbles in
three dimensions is the size of the linear equation system,
which is problematic for an interactive, real-time system.
Because one variable is assigned to each pixel, even a 100x
100x100 region has a million unknowns. In fact, the size of
most three dimensional problems is so large that direct meth-
ods are infeasible, requiring iterative algorithms with very
low computational complexity. At the same time, the solution
method must handle strongly varying coefficients with
boundary conditions at arbitrary pixels.

Accordingly, another embodiment of the invention uses an
algebraic multigrid method to solve the scribble biharmonic
equation. Multigrid methods address the slow convergence of
regular iterative methods which are only effective on the
high-frequency errors. The first few iterations in a regular
iterative method quickly reduces the high-frequency error in
the approximation, but eventually the error becomes low-
frequency and progress becomes very slow. Multigrid
addresses this problem by relaxing on multiple coarser levels
of the problem with fewer unknowns because what is a low-
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frequency error on the finest level becomes high frequency on
a coarse enough level. A restrictor transfers information from
a fine level to the next coarser level, and an interpolator in the
other direction. In addition to directly being used as the solu-
tion method, multigrid may be used as a preconditioner
within an iterative method.

Trying to solve the biharmonic equation with a standard
second-order differences stencil results in very slow conver-
gence and relatively dense matrices even on simple homoge-
neous and isotropic biharmonic problems. On more compli-
cated problems, it often results in divergence

To get acceptable convergence, one embodiment of the
invention introduces an extra variable v that is the Laplacian
of the original variable u. The coupled problem is expressed
as follows:

vy =0 Equation (7)

Viu=0e
v=V2u

This results in a system that has twice as many unknowns but
with better numerical properties. Sometimes when there are
boundary conditions on both u and v, the v portion can be
completely decoupled from the u part. Thus the v portion can
first be solved separately. Then the u portion is solved using
the solution to the v portion. For the biharmonic scribble
equation, however, the v portion cannot be decoupled. For
unconstrained nodes, the u and v portions are coupled via

viy=0
v=V2u,

but for constrained nodes they are instead coupled via

v=Vu
u=C.

Using v=V?u is crucial since it is what maintains the coupling
to the users constraints on U. Instead, using V*v=0 would
completely decouple the v part, making all the v values zero
and reducing the biharmonic equation to a Laplace equation.

Because the weights are derived from the image, the
weights are highly varying. This means that the interpolation
and restriction must be tailored around each node to ensure
convergence, unlike in regular multigrid where the interpola-
tion and restrictor is kept constant.

For the highly varying weights, it is not sufficient to only
adapt the interpolation and restriction. The selection of which
nodes to keep on the coarser levels must also be determined
based on the weights unlike with regular multigrid where
coarse nodes are selected using a constant pattern, such as a
checkerboard pattern that keeps every second node. Not
selecting the coarse nodes based upon the weights can lead to
poor convergence or even divergence.

Solving large equation systems can be very time consum-
ing, especially in three dimensions where the systems become
very large. Although multigrid methods are very fast solvers,
the setup time to construct the hierarchy of matrices needed
can be significantly longer than the time to run the multigrid
solver. For scribble methods, this is problematic since the
setup must be redone every time the user modifies or adds a
new label.
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Accordingly, another embodiment of the invention uses a
multigrid method with patch matrices to solve large equation
systems. As described previously, the multigrid technique
may be used to solve the equation system on multiple levels.
From the original problem, a series of equation systems with
fewer and fewer unknowns are created that approximates the
original problem. An iterative approach may then be used to
solve the pyramid of equation systems, the principle being
that only a few iterations are needed on the original level
(which requires the most computations) to fine-tune the solu-
tion from the coarser levels.

For the original problem, the grid €2, is the grid of all the
pixels and the system represented by

Apn =

where x,, is the potential (with the Random Walker method) or
membership value (with Biharmonic Scribbles) for each
pixel. Typically, all pixels with x,>V% are labeled with a first
label, such as foreground, for a simple two label segmenta-
tion. The value of {, is usually zero for all unconstrained
values, which are the unlabeled pixels. Without multigrid, the
solution method solves for x,, directly.

Using the multigrid approach, a series of grids labeled as
Q,,,, €, and so on are constructed with each being coarser
than the previous grids. The 2h notation signifies that the
distance between grid points is typically twice that of the finer
grid with normal geometric multigrid, where a coarser grid
typically consists of every second grid point of the finer grid
in each direction. A restrictor I,?* transfers vectors from Q, to
Q,,, by the following

Equation (8):

Xo5,=1,2x,, Equation (9):

And an interpolator (or prolongator) 1,,” transfers vectors in
the opposite direction by the following

X5, =l %, Equation (10):

The matrix A, is computed from A, using the Galerkin prop-
erty

Ay, =LA, 1" Equation (11):

And similarly A, is computed from A, and so on

Ay, =L 45,1, Equation (12):

When the user adds new labels, such as through a new
scribble, the boundary conditions generated by the new labels
are incorporated by modifying A, and f,. A new A, is then
computed as shown above using the new A, and so on. Since
each level requires two matrix multiplications, there may be a
significant delay before any results are obtained. This method
is depicted in FIG. 4.

In certain implementations, the coarser levels may be
updated without completely re-computing each level, as illus-
trated in FIG. 5. In one case, use of this approach provided a
result approximately 10-20 times faster than without such
use, thus providing significantly better interactive response
times for the biharmonic scribbles implementation.

A set of unconstrained problems A,°, A,,° A,,°, and so on
are generated as usual. While this initial step may be slow, it
is only done once. After the user adds a new scribble, the
updated finest problem is defined as

A =4,0+A A4, Equation (13):

where A,° is the equation system without additional con-
straints, AA,, is the patch matrix which contains the changes
needed to add the new constraints to A,°. A,, can then be
computed using

A= ALy =1, 4, L LAy = 0,0

L2Ad, L, Equation (14):
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This is much faster to compute since A,,° has already been
computed, and AA,, is much sparser than a regular A,,. Defin-
ing

Adyy =L A4, L, Equation (15):

the next level can be computed the same way using the fol-
lowing equation

Ad gy, = Ay 04 D A L2 Equation (16):

The selection of the nodes in the coarser grids €2,,, €2,,;, . -
. must be independent of the labeling so that the variables

remain the same as for the precomputed problems A,°, A,,°,

If it is necessary to adapt the restrictors or interpolators
because of added scribbles, patch matrices can be used for
them too in the same way. For example, if the restrictor is
adapted (using R instead of I,?* for the restrictor to get easier
syntax) due to

Ao =(RO+AR) (A4 AL ) Lyl

added constraints, then =R°A,°L,,"+R°AA, 1,,"+ARA,°L,, "+
ARAA,L,”" ~ where again A,,°=A,,°+R°AA,L,"+
ARA,°L,"+ARAA,L,,"

is precomputed and the rest involves very sparse matrices so
it is quick to compute.

A system for performing the techniques described above
may include a register or other volatile or non-volatile storage
device that receives and stores image data from one or more
imaging devices (e.g., an ultrasound device, CT scanner, MIR
device, etc.). The system may also include one or more pro-
cessors that, based on the image data, uses the techniques
described above to create a well-segmented image.

In some embodiments, a display and an associated user
interface may also be included, thus allowing a user to add,
modify and/or remove scribbles and manipulate the images.
The display and user interface can be provided as one integral
unit or separate units and may also include various user input
devices such as a keyboard and/or mouse or a pointer. The
display canbe passive (e.g., a “dumb” CRT or LCD screen) or
in some cases interactive, facilitating direct user interaction
with the images and models through touch-screens (using, for
example, the physician’s finger as an input device) and/or
various other input devices such as a stylus, light pen, or
pointer. The display and input devices may be in location
different from that of the register and/or processor, thus
allowing users to receive, view, and manipulate images in
remote locations using, for example, wireless devices, hand-
held personal data assistants, notebook computers, among
others.

In various embodiments the register and/or processor may
be provided as either software, hardware, or some combina-
tion thereof. For example, the system may be implemented on
one or more server-class computers, such as a PC having a
CPU board containing one or more processors such as the
Pentium or Celeron family of processors manufactured by
Intel Corporation of Santa Clara, Calif., the 680x0 and
POWER PC family of processors manufactured by Motorola
Corporation of Schaumburg, Il1., and/or the ATHLON line of
processors manufactured by Advanced Micro Devices,
Sunnyvale, Calif. The processor may also include a main
memory unit for storing programs and/or data relating to the
methods described above. The memory may include random
access memory (RAM), read only memory (ROM), and/or
FLASH memory residing on commonly available hardware
such as one or more application specific integrated circuits
(ASICQ), field programmable gate arrays (FPGA), electrically
erasable programmable read-only memories (EEPROM),
programmable read-only memories (PROM), programmable
logic devices (PLD), or read-only memory devices (ROM). In
some embodiments, the programs may be provided using
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external RAM and/or ROM such as optical disks, magnetic
disks, as well as other commonly storage devices.

For embodiments in which the invention is provided as a
software program, the program may be written in any one of
a number of high level languages such as FORTRAN, PAS-
CAL, JAVA, C, C++, C#, LISP, PERL, BASIC or any suitable
programming language. Additionally, the software can be
implemented in an assembly language and/or machine lan-
guage directed to the microprocessor resident on a target
device using any combinations of CPUs and/or GPUs to
allow for increased processing capabilities.

One skilled in the art will realize the invention may be
embodied in other specific forms without departing from the
spirit or essential characteristics thereof. The foregoing
embodiments are therefore to be considered in all respects
illustrative rather than limiting of the invention described
herein. Scope of the invention is thus indicated by the
appended claims, rather than by the foregoing description,
and all changes that come within the meaning and range of
equivalency of the claims are therefore intended to be
embraced therein.

What is claimed is:

1. A method of segmenting a digitized image, the method
comprising:

receiving the digitized image, the digitized image having a

plurality of image elements;

constructing, by a processing circuit, a multigrid hierarchy

of matrices having a plurality of levels, each level of the
multigrid hierarchy associated with a different resolu-
tion of the image elements;
segmenting, by the processing circuit, the digitized image
into at least two visible portions by constraining a first
set of constraints associated with a membership value of
a subset of the image elements;

determining, by the processing circuit, an unknown mem-
bership value, given the first set of constraints, by solv-
ing a linear equation system based on the multigrid
hierarchy; and

updating, with a patch matrix, a coarser level of the multi-

grid hierarchy to account for a second set of constraints.

2. The method of claim 1, wherein the first set of con-
straints are derived from a subset of assigned inside labels,
outside labels, and edge labels.

3. The method of claim 2, wherein the linear equation
system includes either a Laplace or a biharmonic equation.

4. The method of claim 3, wherein the linear equation
system that incorporates the second set of constraints is
expressed as A,=A,°+AA,, wherein A,° represents the equa-
tion system without the second set of constraints, AA, repre-
sents the patch matrix, and the coarser level of the multigrid
hierarchy is obtained by the equation A=A, °+1,"AA, L, ",
wherein 1,?* is a multigrid restrictor and 1,,” is a multigrid
interpolator.

5. The method of claim 2, wherein the patch matrix
accounts for the second set of constraints resulting from a new
scribble annotation.

6. The method of claim 2, further comprising determining
unknown membership values based on the updated multigrid
hierarchy.

7. A system for segmenting a digitized image, the system
comprising:

a display for displaying the digitized image;

a data storage module for receiving the digitized image, the

digitized image having a plurality of image elements;

a user interface; and

a processing circuit configured to:

construct a multigrid hierarchy of matrices having a
plurality of levels, each level of the multigrid hierar-
chy associated with a different resolution of the image
elements;



US 9,105,096 B2

9

segment the digitized image into at least two visible
portions by constraining a first set of constraints asso-
ciated with a membership value of a subset of the
image elements;

determine an unknown membership value, given the first
set of constraints by solving a linear equation system
based on the multigrid hierarchy; and

update, with a patch matrix, a coarser level of the mul-
tigrid hierarchy to account for a second set of con-
straints.

8. The system of claim 7, wherein the first set of constraints
are derived from a subset of assigned inside labels, outside
labels, and edge labels.

9. The system of claim 8, wherein the linear equation
system includes either a Laplace or a biharmonic equation.

10. The system of claim 9, wherein the linear equation
system that incorporates the second set of constraints is
expressed as A,=A,°+AA,, wherein A,° represents the equa-
tion system without the second set of constraints, AA,, repre-
sents the patch matrix, and the coarser level of the multigrid
hierarchy is obtained by the equation A, =A,,°+1,"AA,L,,",
wherein 1,?* is a multigrid restrictor and 1,,” is a multigrid
interpolator.

11. A non-transitory computer-readable medium compris-
ing a plurality of instructions for segmenting a digitized
image and configured to be executed by a processing circuitto
perform the following:
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construct a multigrid hierarchy of matrices associated with
aplurality of levels, each level of the multigrid hierarchy
having a different resolution of the image elements;

segment the digitized image into at least two visible por-
tions by constraining a first set of constraints associated
with a membership value u of a subset of the image
elements;

determine an unknown membership value, given the first

set of constraints by solving a linear equation system
based on the multigrid hierarchy; and

update, with a patch matrix, a coarser level of the multigrid

hierarchy to account for a second set of constraints.

12. The non-transitory computer-readable medium of
claim 11, wherein the first set of constraints are derived from
a subset of assigned inside labels, outside labels, and edge
labels.

13. The non-transitory computer-readable medium of
claim 12, wherein the linear equation system includes either
a Laplace or a biharmonic equation.

14. The non-transitory computer-readable medium of
claim 13, wherein the linear equation system that incorpo-
rates the second set of constraints is expressed as A,=A,°+
AA,, wherein A, ° represents the equation system without the
second set of constraints, AA, represents the patch matrix,
and the coarser level of the multigrid hierarchy is obtained by
the equation A,,=A,, +1,>"AA 1", wherein 1,?" is a multi-
grid restrictor and I,,,* is a multigrid interpolator.
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